JANUARY 8, 2013 LNPA WORKING GROUP APT ACTION ITEMS ASSIGNED:

NOTE:  FOR THE FOLLOWING ACTION ITEMS THIS NUMBERING SCHEME APPLIES:
· FIRST TWO DIGITS DESIGNATE THE MONTH OF THE LNPA WG  MEETING/CALL
· SECOND TWO DIGITS DESIGNATE THE DAY OF THE LNPA WG MEETING/CALL
· THIRD TWO DIGITS DESIGNATE THE YEAR OF THE LNPA WG MEETING/CALL
· ALPHA CHARACTERS INDICATE WHETHER ACTION ITEM WAS ASSIGNED TO APT (“APT”) OR FULL LNPA WG (“LNPAWG”)
· LAST TWO DIGITS DESIGNATE THE ACTION ITEM NUMBER

NEUSTAR ACTION ITEMS:

No Action Items were assigned to Neustar at the January 8, 2013, LNPA WG APT meeting.

LNPA WG APT PARTICIPANTS ACTION ITEMS:
010813-APT-01:  NPAC vendor and local system vendors will recommend methodology to properly sequence messages/transactions over multiple connections.  Recommendation is to be made at the March 2013 face-to-face meeting.  A sub-committee consisting of Jim Rooks – Neustar, Pat White – Ericsson/Telcordia, Ramesh Chellamani – Tekelec, Mubeen Saifullah – Neustar, Devang Naik – DSET, Glenn Andrews – TNS, and Rosalee Pinnock – Syniverse.  Jim Rooks will lead the team.  Currently, a conference call is scheduled for February 5, 2013.

The goal is to be able to send a request for an SOW to the NAPM LLC after the March 2013 LNPA WG meeting.


ACTION ITEMS REMAINING OPEN FROM PREVIOUS APT MEETINGS:

NOTE:  FOR THE FOLLOWING ACTION ITEMS THIS NUMBERING SCHEME APPLIES:
· FIRST TWO DIGITS DESIGNATE THE MONTH OF THE LNPA WG  MEETING/CALL
· SECOND TWO DIGITS DESIGNATE THE DAY OF THE LNPA WG MEETING/CALL
· THIRD TWO DIGITS DESIGNATE THE YEAR OF THE LNPA WG MEETING/CALL
· LAST TWO DIGITS DESIGNATE THE ACTION ITEM NUMBER

051011-16:  Neustar and Ericsson/Telcordia will create a list of Vendor (ITP) and Service Provider regression test cases, identify which are Vendor (ITP) and which are regression or which are both, determine which are conditional, and which apply to the following four categories:
1. New Service Provider and New Vendor,
2. New Service Provider and Experienced Vendor,
3. Experienced Service Provider and New Vendor,
4. Experienced Service Provider and Experienced Vendor.

The status of this work effort will be provided on the June 14, 2011 APT conference call and at the APT portion of the July 2011 LNPA WG meeting.

November 6, 2012 meeting update:  Item remains Open and ongoing.  At the July 12, 2011 APT meeting, a sub-team was formed made up of John Nakamura (Neustar and sub-team lead), Jim Rooks (Neustar), Pat White (Ericsson/Telcordia), Lisa Marie Maxson (Ericsson/Telcordia), John Malyar (Ericsson/Telcordia), Kayla Sharbaugh (Ericsson/Telcordia), Suzanne Addington (Sprint Nextel), Karen Fahrenbruch (CenturyLink), Renee Dillon (AT&T Mobility), Linda Peterman (Earthlink), Jim Seigler (DSET), and Gary Sacra (Verizon).  Separate conference calls are being held to review and revise the test plans.


091311-APT-02:  As a part of the effort to review and update the Vendor ITP and
Service Provider Turn-up Test Plans, the APT Test Plan Sub-team will identify to the full LNPA WG any functionality that is recommended for consideration to be sunset.
[bookmark: _GoBack]

110612-APT-01:  Regarding the attached slide deck describing the XML interface
specification under development (NANC 372), LNPA WG APT Participants are to discuss internally the proposal that the NPAC system will allow multiple concurrent incoming HTTPS (server) connections for both SOA and LSMS systems up to a tunable limit.  Discussion will take place at the January 2013 APT meeting to determine if the added ordering complexity of multiple concurrent connections is acceptable or if we only want to allow a single connection.  See slide 6 in the attached for reference.
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All messages sent over the XML interface are done using the HTTPS POST operation with state-less, session-less connections

The interface operates with synchronous acknowledgements in a bidirectional client-server model

Detail Sections:

Architecture

Operations

HTTP Keep Alive Messages

Concurrent HTTPS Connections

Recovery of Failed or Missed Messages



Failover

Out-Bound Flow Control

Query Expression

Optional Data

Subscription Version Deletes

Error Handling







Interface Overview
Architecture
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Client-server model where the system that originates a message (request or reply) always assumes the role of the client and the system that receives the message operates as a server

To achieve desired throughput, both client and server roles should operate in parallel

Systems acting as the server opens a firewall port for clients to send messages to the server

Each server (SOA, LSMS, and NPAC) participating in the NPAC XML interface provides a URL that clients use to send messages to the server





Interface Overview 
Operations
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The NPAC XML Interface uses an HTTPS/1.1 POST operation for origination of all messages and an HTTPS response for the synchronous acknowledgement

The XML string for both the request and the synchronous acknowledgement must be successfully parsed using the NPAC XML Schema







Interface Overview 
HTTP Keep Alive Messages
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To avoid overhead of establishing a TCP connection for each message, HTTPS protocol has a feature called persistent connections

Controlled through directives in the HTTPS header

directives indicate if persistent connections are enabled, how long a connection will be maintained during periods of silence, and how many requests can be processed before a connection is terminated

Recommended timeout value is 2 minutes and the maximum number of requests per persistent connection be unlimited

Keep alive directives should be used by both the client and the server







Interface Overview 
Concurrent HTTPS Connections
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The NPAC system will allow multiple concurrent incoming HTTPS (server) connections for both SOA and LSMS systems, up to a tunable limit

Once the tunable limit is reached, attempts at making additional connections will be rejected

The NPAC system may make multiple concurrent outgoing HTTPS (client) connections to any SOA or LSMS systems, up to a tunable limit

Idle connections in either direction will close based on the persistent connection keep-alive timeout

Need to discuss the ordering issue that may result with APT





Interface Overview 
Recovery of Failed or Missed Messages
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NPAC will continuously retry sending to a SOA or LSMS system that’s unavailable to respond or fails a message sent from the NPAC

Subsequent messages queued to the SOA or LSMS system will be held waiting for successful delivery of the failed message

The NPAC will retry for cases where a connection can’t be established, or the synchronous acknowledgement indicates a failure, or when no asynchronous reply is received

For cases where the asynchronous reply is failed, SVs and Pooled Blocks will be automatically resent, SPID and network data must be recovered via query or BDD

This behavior is the same as the CMIP interface for cases when a system is online, but returns a failure for network data downloads





Interface Overview 
Failover
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Each system provides a designated primary and secondary URL for clients to connect to their server

Typically, the system serving the primary URL will be responding by accepting requests while the system serving the secondary URL will be responding by denying requests with an error code of try_other_host or not responding

When the primary system goes down it will either be denying requests with an error code of try_other_host or not responding

The secondary system begins to accept connections, process requests, and send replies







Interface Overview 
Out-Bound Flow Control
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Out-Bound Flow Control (OBFC) is a mechanism used by the NPAC to ensure its not delivering messages to a local system faster than the system can process the messages

Under certain conditions that cause the SOA/LSMS to be unable to keep up with the messages sent from the NPAC SMS, OBFC may be engaged

Once engaged, no new messages are sent to the system until replies are given to enough of the outstanding messages to disengage OBFC

OBFC only applies to new messages and does not apply to asynchronous reply messages





Interface Overview 
Query Expression
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To provide flexibility for specifying query expressions the NPAC XML Schema provides a query_expression text string parameter for query requests with the following rules:

All parameters and enumerations are expected to be in abbreviated 4 character mnemonics

The values for enumerations should NOT be enclosed with any delimiter (single quote, double quote, or parentheses)

The values for all string and dateTime parameters are expected to be enclosed in single quotes, double quotes aren’t supported

Parentheses should be used to specify operand priority

All date/time parameters should be in xs:dateTime format

Queries that cannot be parsed will result in an asynchronous reply with a basic_code of invalid_data_values, and if supported, a status_code will be defined for this situation

Queries that result in too much data being returned will result in an asynchronous reply with a basic_code of results_too_large a new status_code will be defined for this situation

All of the query expression string is case insensitive except the values for string parameters that are enclosed in single quotes









Interface Overview 
Optional Data Handling
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This section covers the NPAC handling of the XML string as well as how providers system should deal with downloads that contain the XML structure svb_optional_data

Activate – svb_optional_data contains only those fields supported by the provider and specified in the create request.

Modify - svb_optional_data contains only those fields supported by the provider and were modified in the modify request. 

For Modify downloads that result from an Audit:

svb_optional_data contains all fields supported by the provider, regardless of whether or not that individual field was discrepant, and regardless of whether or not the NPAC’s subscription version has values for those fields

Fields not supported by the provider are omitted even if they were returned in the Audit query response from the LSMS

Fields supported by the provider but not present in the NPAC’s subscription version are included with a od_value of nil







Interface Overview 
Subscription Version Deletes
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Delete messages are not sent for subscription versions set to old as a result of subsequent porting activity

Delete messages for subscription versions are only sent as a result of disconnect or port to original processing

Local SMS systems are responsible for deletion of the subscription versions in their Local SMS database because some LSMS implementations may choose to retain old subscription versions in their database





Interface Overview 
Error Handling
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There are two types of error reporting supported by the NPAC XML Interface. 

all response messages (synchronous acknowledgement and asynchronous reply) contain a basic_code with one of the twelve standard values

a provider can opt-in to receive extended error codes which include a status_code field as well as a status_info string in each response

The NPAC will log status_code and status_info information in messages from a SOA or LSMS system, but it doesn’t consider it in processing a response





HTTPS Connections
Overview
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This section describes the security and connection management procedures for the service provider SOAs and Local SMSs to follow, and how error information will be passed between interfaces

Detail Sections:

Security

NPAC Use of Certificates

The NPAC Certificate Authority

Using Certificates at Runtime







HTTPS Connections
Security
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HTTPS secure protocol is used for all requests and replies

TLS server and client authentication is used to establish and maintain secure connection for all communication







HTTPS Connections
The NPAC Use of Certificates
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The NPAC uses standard X.509 certificates as part of the authentication mechanism for both clients and servers

In the NPAC XML interface, the only trusted authority is the NPAC Certificate Authority (CA)

This means that a certificate signed by any CA other than the NPAC CA won’t be recognized when connecting to the NPAC

The provider obtains the public certificate for the NPAC Certificate Authority (CA) and installs it in their system

The provider creates a Certificate Signing Request (CSR) and sends it to the NPAC Certificate Authority

The NPAC Certificate Authority signs the certificate and returns it to the provider

The provider installs their signed certificate







HTTPS Connections
The NPAC Certificate Authority
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The NPAC maintains a Certificate Authority (CA) for the purpose of signing certificate requests from providers for use in the NPAC XML interface

The NPAC CA accepts Certificate Signing Requests (CSRs) from providers via email 

All CSR requests should be in PEM (Privacy Enhanced Mail) format

The key size used to generate the CSR must be a minimum of 2048

The NPAC CA will ensure that the Common Name field in the CSR specifies a four digit SPID assigned to the provider making the request

Processing of the CSR results in a signed certificate.  The file is in PEM format, and is emailed back to the requester









HTTPS Connections
Using Certificates at Runtime
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There are two certificates that are required for a local system to properly communicate with the NPAC

The system’s signed certificate received from the NPAC

This allows the NPAC to verify the identity of the system

The NPAC Certificate Authority public certificate

This allows the provider’s system to verify the identity of the NPAC

Unlike typical internet browser HTTPS authentication, the certificate’s CN is not used to validate the hostname or IP address of the server, its used to validate the SPID value







XML Interface Schema
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Will be maintained in two formats, the long format is described in the XIS, the short format contains abbreviated tags and parameter names. Both will be at www.npac.com

The schema is organized into the following sections:

Simple and complex attribute definitions

Structures primarily associated with the SOA messages

Structures primarily associated with the LSMS messages

Definitions for messages from the SOA to the NPAC

Definitions for messages from the NPAC to the SOA

Definitions for messages from the LSMS to the NPAC

Definitions for messages from the NPAC to the LSMS







XML Interface Messaging
Message Structure


© Neustar, Inc.  /  Proprietary and Confidential

20

At the highest level, the schema messages are divided into two separate branches – one for the SOA and one for the LSMS

Each message consists of three sections – an XML header, a message header and the message contents

The first line is the XML header version (not the schema version), and the character encoding

The second line is the main envelope for the message, and identifies SOA or LSMS branch of the schema

 The namespace (urn:lnp:npac:1.0) and the xsi namespace (http://www.w3.org/2001/XMLSchema-instance) are also defined in the second line

Within the main envelope are two structures defined by the NPAC XML Schema.  The first is the MessageHeader and the second is the MessageContent. 









XML Interface Messaging
Message Batching


© Neustar, Inc.  /  Proprietary and Confidential

21

In the XML MessageContent we have the Message Name tag that indicates a specific NPAC request or reply

The MessageContent can contain more than one request or reply, referred to as a batch

Batching of messages provides a major benefit to interface throughput by reducing the message header overhead when sending all requests or replies individually

Because HTTPS is a synchronous protocol, a second message cannot be transmitted until the previously delivered message has been acknowledged

Batching multiple requests or replies into a single message reduces time waiting for synchronous acknowledgements





XML Interface Messaging
Message Flow


© Neustar, Inc.  /  Proprietary and Confidential

22

Generally speaking, all messages described in the schema follow the following paradigm:

Originating entity sends a request with a specific invoke id

Receiving entity replies synchronously with an acknowledgement of receipt of the request

Receiving entity processes the request

Receiving entity send an asynchronous response that includes the invoke_id from the request

Originating entity replies synchronously with an acknowledgement of receipt of the response

Two exceptions to this paradigm are KeepAlive and ProcessingError messages 





XML Interface Messaging
Message Details
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SOA to NPAC Messages

NPAC to SOA Messages

LSMS to NPAC Messages

NPAC to LSMS Messages

Each message has a brief description, list of parameters, and an XML example
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